
Hidden Markov Model Length Optimization for

Handwriting Reognition Systems.

Matthias Zimmermann

Horst Bunke

IAM-01-003

Deember 2001



Hidden Markov Model Length Optimization for

Handwriting Reognition Systems.

M. Zimmermann, H. Bunke

Institute of Informatis and Applied Mathematis

University of Bern, Neubruekstrasse 10, CH-3012 Bern, Switzerland

E-Mail: fzimmerma, bunkeg�iam.unibe.h

Abstrat

This report investigates the use of three di�erent shemes to optimize the

number of states of linear left-to-right Hidden Markov Models (HMM). As

the �rst method we desribe the �xed length modeling sheme where eah

harater model is assigned the same number of states. The seond method

onsidered is the Bakis length modeling where the number of model states

is set to a given fration of the average number of observations of the orre-

sponding harater. In the third length modeling sheme the number of model

states is set to a spei�ed quantile of the orresponding harater length his-

togram. This method is alled quantile length modeling. A omparison of

the di�erent length modeling shemes has been arried out with a handwrit-

ing reognition system using o�-line images of ursively handwritten English

words from the IAM database. For the �xed length modeling a reognition

rate of 61% has been ahieved. Using Bakis or quantile length modeling the

word reognition rates ould be improved to over 69%.

CR Categories and Subjet Desriptors: I.5.4 [Pattern Reognition℄

Appliations

General Terms: Algorithms

Additional KeyWords: Handwriting reognition, Hidden Markov Models,

Model Length Optimization,

1 Introdution

After the suessful appliation of Hidden Markov Models (HMM) to speeh

reognition and more reently to on-line handwriting reognition, HMM

based reognition systems beome more and more popular in o�-line hand-

writing systems as well. One of the advantages of the HMM framework

lies in its apability to perform segmentation and reognition at the same
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Figure 1: A harater HMM

time. This is a signi�ant advantage over systems relying on a segmentation-

followed-by-reognition sheme

1

. A further advantage of HMMs lies in the

fat that individual models an be trained using global data only. A prior seg-

mentation of the data into its model-spei� parts, like haraters or words,

is not required. It is suÆient to provide the data and the orresponding

label sequene. The training of the HMM using either the Baum-Welh or

the Viterbi training algorithm will then learn the parameters of the provided

models.

In ontrast to the optimization of the parameters of an HMM, its topol-

ogy (number of model states and transitions between these states) needs to

be spei�ed in advane and remains �xed during the training. The HMM

framework does not provide any optimization of the topology. Although it

has been suggested that the seletion of the model topology should depend on

the available training data, no general solution to this problem is available

so far. Among the the few published attempts to derive HMM topologies

diretly from the data the following referenes will be mentioned here. A

model mergin strategy is desribed in [15℄ whih has been applied to the

reogniton of spoken words. In the ase of on-line handwriting reognition

di�erent strategies are proposed. The onstrution of a multi-branh HMM

in ombination with a state tying sheme is doumented in [6℄.

The most ommonly used HMM topology in speeh reognition as well as

in on- and o�-line handwriting reognition is a simple linear left-to-right

topology. Only transitions allowing to remain in a state or move to the

next state are de�ned. An example of the left-to-right model is shown in

Fig. 1. Referenes for the use of stritly linear topologies an be found for

the reognition of on-line handwritten Hangul haraters [14℄, the reognition

of faxed mahine printed words [3℄, o�-line handwritten numeral strings [5℄,

o�-line ursive handwriting [2, 10℄. Sometimes additional transitions are

added to allow the model to skip one or more states [4, 7℄. In a few ases

more omplex topologies are used, alled multiple parallel-path HMMs [6℄ or

1

Suh systems are strongly a�eted by Sayre's paradox [13℄: \To reognize a letter,

one must know where it starts and where it ends, to isolate a letter, one must reognize it

�rst".
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multi-branh HMMs [16℄, whih both use HMMs with left-to-right topologies

as their building bloks.

In the ase of a reognition system for isolated (spoken) words using left-to-

right HMMs two shools of thought regarding the seletion of the number

of states are mentioned in [12℄. The �rst is bases on the idea to let the

number of states roughly orrespond to the number of sounds (phonemes)

within the word. The other idea is named after R. Bakis and onsists in

seleting the number of model states proportionally to the average number

of observations of the orresponding training samples [1℄. In speeh and

on-line handwriting reognition systems where a sequential, time dependent

signal has to be reognized, the �rst idea is adopted in most ases

2

.

No time information is available in the ase of o�-line handwriting reognition

systems. Instead a sliding window mehanism is normally used to produe a

sequene of observations (feature vetors). Using this approah time depen-

dent observations an be replaed by observations depending on the position

of the window. As a onsequene the mapping between the model states and

the stationary parts of the signal is not obvious anymore. In [2℄ edges of a

skeleton graph are used to produe a sequene of observations. Aordingly

the number of states for a given harater is set to the minimum number

of observations among all training samples

3

. For the ommonly used sliding

window tehnique, harater HMMs in both [11℄ and [9℄ have a �xed (glob-

ally optimized) number of states. The use of model spei� numbers of states

using the Bakis-model is mentioned in [4℄, [3℄ and [6℄. Although [6℄ inves-

tigates on-line reognition of Hangul haraters it was the only publiation

found by the authors whih provided a diret omparison of the reognition

performane for both a �xed and a harater spei� number of states.

This paper ompares three di�erent methods to optimize the number of states

for the linear left-to-right topology. The �rst method optimizes the HMMs

using a �xed number of states for all harater models. The seond method

represents the Bakis-model where a given fration of the average harater

length determines the number of states for the orresponding HMM. The

third method is alled quantile modeling and is motivated by the onept of

minimum duration modeling where the number of states for eah harater

HMM is de�ned by a spei�ed quantile of the harater length histogram.

The investigation of the di�erent length modeling methods is arried out

2

In suh appliations the model states are normally related to the stationary parts of

the time depending signal using phones in the ase of speeh reognition systems or strokes

in the ase of on-line handwriting reognition systems.

3

This orresponds to a minimum duration modeling where a harater HMM aepts

only sequenes whih ontain at least as many observations as states are present in the

model.
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Figure 2: Text normalization and extration of a feature vetor sequene

using an HMM word reognition system for o�-line ursive handwriting. The

system orresponds to the reognition system published in [9℄ whih has been

adapted to the reognition of isolated words.

The remaining parts of this report are organized as follows. The next se-

tion desribes the length modeling methods. Its �rst subsetion provides an

introdution to fored alignment and the measuring of the length of sample

haraters. The following three subsetions explain the di�erent modeling

methods in detail. Se. 3 douments the experimental results, while Se. 4

draws some onlusions and points out possible extensions of the presented

work.

2 Length Modeling

2.1 Fored Alignment

If the Viterby deoder of an HMM based reognition system is used in fored

alignment mode, the trained HMMs, a sequene of observations (feature

vetors), and its transription (in the form of a sequene of models) are

provided to the deoder. Based on this information it is then the task of the

deoder to �nd an optimal mapping between the observations and the model

states representing the transription.

Before we extrat the feature vetor sequene of a word image, it is normal-

ized in order to redue the variability present in words written by di�erent

writers. An example of the text normalization and the extration of the orre-

sponding feature vetor (observation) sequene X = (X

1

; X

2

; : : : ; X

i

; : : : ; X

n

)

is provided in Fig. 2. Using a sliding window tehnique a single feature vetor

X

i

is extrated for eah olumn of the normalized text line image. Conse-

quently the horizontal oordinates of the image olumns are diretly repre-

sented by the indies of the orresponding feature vetors. This fat diretly
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Figure 3: Generation of a state sequene
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Figure 4: Fored alignment of a given feature vetor sequene and a state

sequene

supports the estimation of harater widths as we will see later.

The HMM state sequene Q = (q

1

; q

2

; : : : ; q

j

; : : : ; q

m

) used in the fored align-

ment mode an be generated by the onatenation of the harater HMMs

aording to the transription of the text line. This is shown in Fig. 3 where

the HMMs have been simpli�ed by omitting the state transitions inside the

models.

Providing both the feature vetor sequene X and the state sequene Q

to the Viterby deoder, an optimal alignment

^

A an be found by dynami

programming as follows.

^

A = argmax

A

P (X;AjQ)

^

A = ((X

1

; q

1

); : : : (X

i

; q

j

) : : : (X

n

; q

m

)) represents therefore the most likely as-

signment of eah X

k

to a state q

l

. The dynami programming is illustrated
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Figure 5: Charater segmentation using fored alignment

in Fig. 4 using the example given in Fig. 2.

^

A is represented as a sequene

of arrows and the deteted beginnings of the words 'a' and 'line' have been

marked using gray shadows. Beause eah feature vetor X

k

has to be ab-

sorbed by exatly one state and eah state q

l

onsumes at least one feature

vetor it follows that eah A onsidered in the omputation of

^

A has to start

with the assignment (X

1

; q

1

) and must end with (X

n

; q

m

). All elements of the

path between these two positions have to respet the restritions imposed by

the linear left-to-right topology of the harater HMMs involved in the state

sequene Q.

One an optimal alignment

^

A is found the position and lengths of the in-

dividual models (in our ase haraters) an easily be determined using the

feature vetor indies

4

. Fig. 5 gives two examples of the harater segmen-

tation using fored alignment.

Using the estimated harater lengths of 9'929 word images from the IAM

database the obtained length histograms for the three haraters 'e' 'm' and

'.' are plotted in Fig. 6. The di�erent heights of the three urves reet the

fat that roughly 5000 samples of 'e', 1000 samples of 'm' and 600 samples

of '.' were present in the set of the 9'929 words.

2.2 Fixed Length Modeling

For the �xed length modeling no assumptions are made at all. Instead of

trying to predit a good length for the individual harater HMM all models

are assigned the same length (number of states).

The optimal number of states an then be found by measuring the reognition

rate of the word reognizer for eah possible number of states. To speed up

the method, the searh range an be onstrained by the use of empirial

knowledge.

4

The smallest index of all feature vetors assigned to the �rst state of a given harater

HMM diretly represents the horizontal oordinate for this harater. The individual

lengths an then be estimated by the distane between the beginnings of two onseutive

haraters.
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Figure 6: Length histograms for some haraters

2.3 Bakis Length Modeling

For the Bakis modeling method we assume that the length of the HMM

should depend on the available training data for the individual models in

the following way. For eah HMM the length (number of states) is set to

a fration of the average number of observations (feature vetors) of the

orresponding samples in the training data. Using the same words whih

have been used for the reation of the histograms in Fig. 6, 12 samples for

harater 'z' have been found. These samples have the (sorted) lengths of

27, 30, 40, 43, 43, 50, 51, 56, 56, 60, 66 and 108. This results in an average

length of 52.5.

The optimal number of states per model an then be found by measuring the

reognition rate of the word reognizer for di�erent frations of the average

harater lengths. To speed up the searh for the optimal fration it an be

onsidered that for the left-to-right topology a model will only aept samples

ontaining at least as many feature vetors as its number of states. Conse-

quently a fration of 1.0 would rejet already half of the samples. Therefore

the optimal fration an be found between 0.0 and a number signi�antly

smaller that 1.0.

Tab. 1 provides some examples of the resulting number of states for some

haraters depending on the de�ned fration of the avearge harater length.
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Fration 'a' 'e' 'i' 'm' 't' '.'

0.10 7 6 5 9 5 3

0.20 12 11 7 16 9 4

0.30 17 15 10 22 12 5

0.40 22 19 12 29 16 5

0.50 27 24 15 36 19 6

0.60 32 28 17 43 22 7

Table 1: Number of states for the Bakis method

Quantile 'a' 'e' 'i' 'm' 't' '.'

0.00 10 10 8 10 10 4

0.01 14 12 8 13 12 4

0.02 18 15 8 22 14 5

0.03 20 16 8 25 15 5

0.04 22 18 9 28 16 5

0.05 24 19 10 30 17 6

0.10 29 23 13 39 20 6

0.20 35 28 16 47 24 7

0.50 49 41 25 67 34 10

Table 2: Number of states for the quantile method

2.4 Quantile Length Modeling

The quantile length modeling method an be seen as a statistial variant

of the minimum duration modeling where eah HMM only aepts samples

whih are at least as long as the shortest samples observed in the training

data. In this method the length (number of states) of eah HMM is set to

a spei�ed quantile of the orresponding harater length histogram

5

. Using

the same words whih have been used for the reation of the histograms in

Fig. 6, 12 samples for harater 'z' have been found. The samples have the

(sorted) lengths of 27, 30, 40, 43, 43, 50, 51, 56, 56, 60, 66 and 108. This

results in 27 states for a 10% quantile, in 30 states for a 20% quantile or in

50 states for the 50% quantile.

Tab. 2 provides some examples for the resulting number of states for some

harater HMMs depending on the spei�eed quantile of the orresponding

histogram.

5

The harater length histogram is omputed by the estimation of the number of ob-

servations (feature vetors) for eah orresponding sample in the training data.
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Figure 7: Some text lines from the IAM database

3 Experimental Results

This setion presents the experiments whih have been arried out in order

to ompare the three di�erent length modeling methods. The data used

for both training and testing the di�erent systems omes from the IAM

database whih was �rst desribed in [8℄. Some example textlines from the

IAM database are shown in Fig. 7. The words used for all experiments have

been automatially extrated from the form images in the database using the

method desribed in [17℄.

For the word reognition system used in the following experiments the sytem

desribed in [9℄ has been adapted for the reognition of isolated words

6

. The

training and testing of all systems has been arried out on a total amount of

10'929 isolated words. As test set, a random seletion of 1'000 words have

been put aside. The lexion used in the experiments ontained 2'296 words

and was de�ned by the set of words ouring in the 10'929 isolated word

images.

Eah of the presented length modeling method an be optimized using dif-

ferent settings of a single parameter. The resulting number of model states

and the orresponding reognition rates for eah method are summarized in

Tab 3 to 5. Tab. 3 douments the resulting reognition rates for di�erent

(�xed) number of states. Tab. 4 gives the reognition rates for the Bakis

length modeling method using di�erent frations of average sample lengths,

and Tab. 5 provides the results for the quantile length modeling method

6

The adaption of the system was trivial. It onsisted in disabling the language model

whih was designed to reognize a sequene of words. After this step the resulting system

has been trained and tested using isolated words only. In eah ase all HMMs were modeled

with a linear left-to-right topology using a single Gaussian as ontinuous output funtion

in eah state. Four iterations of the Baum-Welh alogrithm have been used for the training

of all HMMs.

9



States Size Reognition rate

8 584 57.2%

10 730 58.9%

12 876 59.7%

14 1022 60.7%

16 1168 61.0%

18 1314 58.6%

20 1460 56.7%

22 1606 53.7%

24 1752 50.9%

Table 3: Reognition rates using a �xed number of states

Fration Size Reognition rate

0.10 351 27.7%

0.20 702 60.5%

0.30 1049 67.3%

0.36 1258 68.3%

0.38 1331 69.0%

0.40 1398 69.2%

0.42 1465 68.8%

0.44 1538 68.6%

0.50 1752 66.0%

0.60 2099 59.8%

Table 4: Reognition rates for the Bakis method

using the indiated quantiles.

To explain the signi�ant improvement of both the Bakis and the quantile

length modeling methods over the �xed length modeling approah some addi-

tional experiments have been arried out. For the omparison of the di�erent

length modeling approahes some properties of the �xed length modeling (us-

ing 16 states) and the quantile modeling (using the 2% quantile) have been

seleted. After training of the HMMs, the models for the haraters 'e', 'i',

'm' and '.' have been used to generate length histograms for the orrespond-

ing haraters

7

.

In Fig. 8 the resulting length distributions for the �xed length modeling and

7

This has been done using the stohasti Monte Carlo method to simulate runs through

the �nite state automata de�ned by the HMM transition probabilities.
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Quantile Size Reognition rate

0.00 1207 56.6%

0.01 1323 65.3%

0.02 1462 69.0%

0.03 1568 69.1%

0.04 1656 69.6%

0.05 1721 68.8%

0.10 2014 65.5%

0.20 2366 57.8%

0.50 3262 29.6%

Table 5: Reognition rates for the quantile method
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Figure 8: Comparison of estimated and generated harater lengths (from

left to right and top to bottom ., i, e and m)
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Method Fixed Bakis Quantile Trun. Bakis Trun. Quantile

Parameter 16 0.4 4% 16/0.4 16/4%

Size (States) 1168 1398 1656 1088 1092

Re. Rate 61.0% 69.2% 69.6% 68.1% 67.9%

Table 6: Comparison of the di�erent length modeling shemes

the quantile modeling method are ompared with the 'true' length histograms

whih were estimated using fored alignment. It an be observed that espe-

ially for short haraters (represented by '.' and 'i') the �xed length mod-

eling approah produes length distributions whih do not adequatly model

the estimated length histograms. In ase of the harater 'e' and 'm' both

the �xed length and the quantile length modeling produe similar length dis-

tributions with a peak whih is roughly at the position of the peak of the

estimated length histograms. Based on this observatino two additional ex-

periments were arried out to verify the importane of the orret modeling

of short haraters. Both the Bakis and the quantile length modeling sheme

were ombined with the �xed length modeling in the following way. After

the length alulation of eah harater using either the Bakis or the quantile

method, haraters with more than 16 states (the optimal length obtained

using the �xed length modeling sheme) have been trunated to a maximal

length of 16 states. Both the trunated Bakis and the trunated quantile

methods did not only produe higher word reognition rates than the system

using �xed length modeling but also resulted in signi�antly smaller HMM

systems. This is shown in Tab. 6 whih summarizes the ahieved reognition

rates of the di�erent length modeling shemes together with the orrespond-

ing parameter setting and the number of resulting model states.

4 Conlusion and Future Work

In this report three di�erent length modeling shemes to optimize the number

of states in left-to-right HMMs were presented. The investigated methods

inluded the frequently used �xed length modeling and the Bakis length

modeling shemes. As a third method the authors propose the quantile length

modeling whih is based on harater length histograms and motivated by

the minimum duration modeling idea.

Using an HMM based word reognition system for o�-line handwriting reog-

nition it ould be shown that the quantile length modeling is omparable

with the Bakis length modeling, although more states per HMM were pro-

12



dued with the quantile length modeling in average. Both the Bakis and

the quantile length modeling produed signi�antly higher reognition rates

than the �xed length modeling approah. Using a ombination of length

modeling shemes it ould also be demonstrated that it is possible to build

an HMM based word reognition system whih is signi�antly smaller (in

terms of model states) and still ahieves higher word reognition rates than

the reognition system onstruted with �xed length modeling only.

Future work should investigate the method presented in [7℄ whih optimizes

both the number of states per HMM and the number of Gaussian mixtures

per model state within a single framework.
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